
 

 

Social Embeddedness 
– Origins, Occurrence and Opportunities 

A Tutorial on “Socially Intelligent Agents” at SAB’02, at the University of 
Edinburgh, on the 10th August 2002, led by Kerstin Dautenhahn and Bruce 
Edmonds. 

Introduction 
It is now well established that the embedding of creatures or animats 
(software or robotic) in their physical environment is crucial to understanding 
and implementing adaptive behaviour.  For social animals the social 
environment can be as important as the physical environment, serving many 
important functions, e.g.: it is an important “computational resource” which 
can be exploited by the individual; it can generate overwhelming complexity 
and uncertainty beyond the capability of the individual; and it can be the 
vehicle for trans-individual adaptivity.  There are many parallels between 
physical embedding and social embedding, for example: the exploitation of 
social environmental phenomena as a complement to individual ability (e.g. 
learning from and imitating others in addition to individual learning 
capabilities); the use of rapid sampling of the environment instead of 
attempting to maintain predictive maps (e.g. gossip); and the development of 
regulatory systems that extend beyond the individual.  However there are also 
important differences, including issues of internationality, agency  and minds 
(treating others as “objects with a viewpoint/opinion/mind”). 

Aim of the Tutorial 
The aim of the half-day tutorial is to introduce participants to some of the 
major themes and issues to do with Social intelligence in general and social 
embeddedness  (SI) in particular, and social systems as it impinges on the 
understanding and implementation on adaptive behaviour in creatures and 
animats.  The tutorial will continually contrast the agent and society 
viewpoints in an effort to get a handle on the combined individual-societal 
system and some of its processes. 



 

 

Outline of the Tutorial 
1. Introduction 

2. Social Embedding - The Societal Viewpoint 

2.1. The nature of social embedding (SE) 

Analogy with embodiment and situatedness; interaction with environment; beyond 
one-shot & off-line interaction; web of social interaction; modelling stance towards 
characterising SE. 

2.2. Some of the causes of SE 

Co-evolution of social entities & abilities; parallel evolutionary processes (biological, 
cultural and neural); cognitive arms races; cultural adaptation to fit biological niches; 
development of exploitable computational and informational resources in the society. 

2.3. Some of the consequences of SE 

Impossible modelling burden for individual; importance of naming; importance of local 
communicative mechanisms; complexity of society and the individual; simple coping 
strategies (imitation, rapid sampling, games, use of proxies);  emergence of new 
context and niches; emergence of heterogeneity. 

2.4. Some different ways understanding SE systems 

A prior vs. descriptive; bottom-up vs. top-down; different sources (philosophical, 
economic, ethology, ethnology, biology); different focus processes (biological 
processes, cognitive processes, 1-1 social interaction, social institutions and 
processes); different styles of model (descriptive, mathematical/logical, 
computational, philosophical); trans-individual entities and processes. 

2.5. Existing modelling approaches 

Economic; game theory; population dynamics; sociological theory; memetics; Alife; 
social robotics; social simulation; biological “models”, models from physics (e.g. self-
organised criticality). 

2.6. Example:  a stock market 

Imitation, arms-races, gossip and signalling, deception games, proxies, market 
“moods”, statistical models, chaos models, agent-based models, unpredictability, 
emergence of unpredictability and heterogeneity, limitations of design stance, 
learning, fashion. 

2.7. SE in existing social societies 

Ants; song birds, primates, humans; agents; robots; mixed societies. 

2.8. Discussion 

3. Break 



 

 

4. Social Embedding - Implications for the Individual and its Interactions 

4.1. Phylogenetic and ontogenetic origins of social intelligence (SI) 

The Social/Machiavellian Intelligence Hypothesis, social situatedness and social 
embeddedness, origins of human societies, the role of SI in the evolution of human 
intelligence 

4.2. Examples of SI in humans, other primates, and other animals 

Primate politics, alliances, communication and cooperation, language in non-human 
animals (e.g. bonobos, parrots) 

4.3. Social learning and imitation in animals 

Social learning mechanisms, conspecifics as social tools, definitions of imitation, 
agent-based perspective to imitation, imitation research in biology and psychology 

4.4. Examples of imitation and social learning in robots and software 

Programming by example as a new human-computer programming paradigm, 
imitation research in robotics, open research challenges 

4.5. The relationship of SI and “theories of mind” 

Mindreading, simulation-theory versus theory-theory, empathic understanding, 
attribution of internationality and agency, folk psychology, role of anthropomorphism in 
designing SIA's  

4.6. SI and the origins of culture 

Culture and imitation, examples of non-human culture (chimpanzees, cetaceans), 
implications for agent culture, culturally adaptive agents, agents that support cultural 
diversity 

4.7. Discussion 

 

5. Conclusion 



 

 

Social Embedding1 

Historical Introduction 
As far as I am aware, Social Embeddedness was first defined in (Granovetter 
1985), were he coined what he called the “embeddedness approach” to 
economic social phenomena.  He argues against the “oversocialized 
approach”, were it is assumed that the individual’s behaviour is totally 
determined by society, and the “undersocialized approach”, where it is 
assumed that individuals act totally independently. He says (in the context of 
analysing trust and malfeasance): 

“The embeddedness approach …  threads its way between the 
oversocialized approach …  and the undersocialized one …  by 
following and analysing concrete patterns of social relations ... Unlike 
either alternative …  it makes no sweeping …   predictions of universal 
order or disorder but rather assumes that the details of social structure 
will determine what is found.” (page 493) 

Thus Granovetter seeks to emphasise the importance of the particular pattern 
of social relations an individual has.   

Conceptual Introduction 
In attempting to elucidate the concepts of ‘social situatedness’ or ‘social 
embeddedness’, one faces the problem of where to base one’s discussion. In 
sociology it is almost an assumption that the relevant agents are ultimately 
embedded in their society – phenomena are described at the social level and 
their impact on individual behaviour is sometimes considered. This is 
epitomised by Durkheim, when he claims that some social phenomena should 
be considered entirely separately from individual phenomena (Durkheim, 
1893). Cognitive science has the opposite perspective – the individual’s 
behaviour and processes are primitive and the social phenomena may 
emerge as an emergent result of such individuals interacting. 
This split is mirrored in the world of computational agents. In traditional AI it is 
the individual agent’s mental processes and behaviour that are the focus of 
their models and this has been extended to considerations of the outcomes 
when such autonomous agents interact. In Artificial Life and computational 
organisational theory the system (i.e. as a whole) is the focal point and the 
parts representing the agents tend to be relatively simple. 

                                            
1 This section is an slightly modified version of my paper (Edmonds 1999) in Adaptive 
Behavior. 



 

 

For this reason I will take a pragmatist approach and suggest the 
categorisation of social systems relative to some pertinent modelling 
considerations. This is based on a philosophy of pragmatic holism which is 
constructivist in style. Its essence is that regardless of whether the natural 
world is theoretically reducible we have to act as if there are irreducible 
wholes. This means that we should explicitly include aspects of the modelling 
process in our theories. For more on this position see (Edmonds, 1996). 
Thus, I wish to step back from disputes as to the extent to which people (or 
agents) are socially embedded to one of the appropriateness of different 
types of models of agents. I want to avoid the idealisations involved in this 
disputed area and concentrate on what can are useful attributions in 
describing social situations and their computational analogs.  

Being Situated 
When Brooks (1991) made his now famous critique of AI (as it was then). He 
was specifically addressing shortcomings with respect to the problem of 
getting robots to master a physical environment. This spawned a whole field 
of research based on the premise that the physical situation was critically 
important in the design of agents (and in particular robots).  
Since then the property of ‘being situated’ has been characterised in many 
(subtly different) ways. For example, Alonso Vera and Herbert Simon (1993) 
argue that the characteristics of situated action is the utilisation of external 
rather than internal representations via the functional modelling of the 
affordances provided by the environment. In their account this allows the 
paring down of the internal representation so that its processing can occur in 
real-time. 
More recently William Clancey, in attempting to forge some sort of consensus 
on the subject wrote (page 344 of Clancy, 1997): 

“In summary, the term situated emphasises that perceptual-motor 
feedback mechanisms causally relate animal cognition to the 
environment and action in a way that a mechanism based on logical 
(deductive inference alone does not capture.” 

What these various approach agree upon is that if you are to effectively 
model certain domains of action over time then you need to include sufficient 
detail of the environment so that explanations of choice of action can be 
made in terms of the detailed causal chains in this environment. In other 
words, the actions will not be satisfactorily explained with reference to internal 
inference processes alone, but only by including causal feedback from the 
environment. 



 

 

 
Figure 1.  Where the internal inference is a sufficient as the model for action 

This can be summarised (a little crudely) by saying that in a non-situated 
agent the internal ‘inferential’ processes form a sufficient model for the 
relationship between perception and action (figure 1), whereas when an agent 
is situated you also need to include the exterior causation (figure 2). Of 
course, if the agent was making a one-shot decision the pictures would be 
equivalent in effect since the causal part of the loop would not be needed in 
determining the relationship between perception and action. More usually the 
loop is traversed many times, with several past actions and perceptions, in 
order to determine the next action. 

 
Figure 2.  Where external causation is also part of the model for action 

Being situated has practical considerations for what might be effective 
decision strategies on behalf of the agent. If internal models alone are likely 
to be insufficient (or just too difficult), and there are implicit computational and 
representational resources in the environment it make sense to make use of 
these by ‘probing’ them frequently for information as to effective action. This 
fits in with Lucy Suchman’s characterisation of situatedness which is as 
follows (page 179 of Suchman, 1987): 

“... the contingence of action on a complex world ... is no longer treated 
as an extraneous problem with which the individual actor must 
contend, but rather is seen as an essential resource that makes 
knowledge possible and gives action its sense. ... the coherence of 
action is not adequately explained by either preconceived cognitive 
schema or institutionalised social norms. Rather the organisation of 
situated action is an emergent property of moment-by-moment 
interactions ...” 



 

 

Being Socially Situated 
In a physical situation the internal models may be insufficient because of the 
enormous computation capacity, amount of information and speed that would 
be required by an agent attempting to explicitly model its environment. In a 
social situation, although the speed is not so critical, the complexity of that 
environment can be overwhelming and there is also the obvious external 
computational resources provided by the other agents and their interactions. 
This means that an agent can be said to be socially situated by analogy with 
being physically situated – in both cases the balance of advantage lies in 
using external causal processes and representations rather than internal 
ones. The fact that the source of this imbalance in each case is due to 
different causes leads to a different ‘flavour’ of the situatedness, but there is 
enough in common to justify the common use of word ‘situated’. Of course, 
social environments vary greatly and the fact of being socially situated will 
thus be contingent on the particular agent and its social context.  
The frequent sensing and probing of the physical environment can be 
translated into ‘gossip’, one of whose functions is the frequent sampling and 
testing of the social environment. The reliance of external computational 
resources and models is arguably even more pronounced in social situations 
than physical ones – social agents may accept the output of external sources 
(including other agents) as a direct influence on their decision making, e.g. in 
fashion. 

Being Socially Embedded 
Extending the above characterisations of situatedness, I want to say that an 
agent is socially embedded in a collection of other agents to the extent that it 
is more appropriate to model that agent as part of the total system of agents 
and their interactions as opposed to modelling it as a single agent that is 
interacting with an essentially unitary environment. Thus saying an agent is 
socially embedded is stronger than saying it is merely socially situated. I have 
characterised social embeddedness as a construct which depends on one’s 
modelling goals, since these goals will affect the criteria for the 
appropriateness of models. It can be read as contrasting modelling agent 
interaction from an internal perspective (the thought processes, beliefs etc.) 
with modelling from external vantage (messages, actions, structures etc.). 
This is illustrated below in figure 3. 



 

 

 
Figure 3.  Social embeddedness as the appropriate level of modelling 

This is not an extreme ‘relativist’ position since, if one fixes the modelling 
framework and criteria for model selection, the social embedding of agents 
within a collection of agents can sometimes be unambiguously assessed. 
When the modelling framework is agreed, the object of modelling (in this case 
‘social systems’) will constrain the models that fit the framework. If one is 
extremely careful (and lucky) it might entail a unique model – in such cases 
we can safely project the social embeddedness upon the social system itself. 
Note however, that this projective attribution onto the social system is a post-
hoc attribution that can only occur unambiguously in special circumstances. 
Usually there will be many arbitrary choices involved in the modelling of the 
social phenomena, so that the model (and hence the social embeddedness) 
is underdetermined by the phenomena itself. It is for this reason that it is 
more useful to define the social embeddedness with respect to model 
properties and use the association of the best model (by the chosen model 
selection criteria) with the phenomena itself as a means of inferring properties 
on the object system. 
According to this account the social embedding is dependent on the 
modelling framework. Such a modelling framework includes the language of 
model representation, the model selection criteria and the goals of modelling. 
Frequently such a framework is implicitly agreed but not always. I have not 
the space here to fully specify what such a framework entails, for more details 
on this see (Edmonds, 1997; Moss & Edmonds, 1998). 



 

 

Notice that criteria for model acceptability can include many things other than 
just its predictive accuracy, for example: complexity (Edmonds, 1997). It is the 
inevitability of these other concerns which forces us to relativise this approach 
as one concerning the appropriateness of our constructs (along with the 
different modelling goals and frameworks). For example, a computer may be 
able to find obscure and meaningless models which (for computational 
purposes) separate out the behaviour of a single agent from its society (using 
something like genetic programming), which are totally inaccessible to a 
human intelligence. Also the modelling framework is indispensable; for 
example, an agent may not be at all embedded from an economic 
perspective but very embedded from the perspective of kinship relations. 
Let us consider some examples to make this a little clearer. 

• Firstly a neo-classical economic model of interacting agents where each 
of these agents individually has a negligible effect on its environment, 
which would mean that a model of the whole system could be easily 
transformed into one of a representative agent interacting with an 
economic environment. Here one would say that each agent was not 
socially embedded since there is little need to model the system as a 
whole in order to successfully capture the agent’s behaviour. 

• Secondly where an agent which interacts with a community via a 
negotiation process with just a few of the other agents. Here a model 
which just considers an agent, its beliefs and its interaction with these 
few other agents will usually provide a sufficient explanation for all that 
occurs but there may still be some situations in which interactions and 
causal flows within the whole community will become significant and 
result in surprising local outcomes. Here one could meaningfully 
attribute a low level of social embeddedness. 

• Thirdly, the behaviour of a termite. It is possible to attempt to account for 
the behaviour of an termite in terms of a set of internal rules in response 
to its environment, but in order for the account to make any sense to us 
it must be placed in the context of the whole colony. No one termite 
repairs a hole in one of its tunnels only the colony of termites (via a 
process of stigmergy: Grassé, 1959). Here one could say that the ants 
were socially situated but not socially embedded, since one can model 
the system with an essentially unitary model of the environment, which 
each of the ants separately interact with. 

• Finally, in modelling the movements of people at a party, it is possible 
that to get any reasonably accurate results one would have to include 
explicit representations of each person and their relationship with each 
of the others present. This would represent a high level of social 
embeddedness. 



 

 

At first sight this seems a strange way to proceed; why not define social 
embeddedness as a property of the system, so that the appropriate modelling 
choices fall out as a result? The constructivist approach to characterising 
social embedding, outlined above, results from my modelling goals. I am 
using artificial agents to model real social agents (humans, animals, 
organisations etc.). So it is not enough that the outcomes of the model are 
verified and the structure validated (as in Moss, Edmonds & Wallis, 1997) 
because I also wish to characterise the emergent process in a meaningful 
way – for it is these processes that are of primary interest. This contrasts with 
the ‘engineering approach’ where the goal is different – there one is more 
interested in ensuring certain specified outcomes using interacting agents. 
When observing or modelling social interaction this meaning is grounded in 
the modelling language, modelling goals and criteria for model acceptability 
(this is especially so for artificial societies). The validation and verification of 
models can not be dispensed with, since they allow one to decide which are 
the candidate models, but most of the meaning comes from the modelling 
framework. In simpler physical situations it may be possible to usefully 
attribute phenomena to an external reality but in social modelling we have to 
make too many choices in order to make progress. The proof of this particular 
pudding will ultimately be in the eating; whether this approach helps us obtain 
useful models of social agents or not. 
The idea of social embedding is a special case of embedding in general – the 
‘social’ bit comes from the fact we are dealing with collections of parts that are 
worthy of being called agents. 



 

 

The Contribution of Society  
to the Construction of Individual Intelligence2 

Introduction 
Several studies of how individual intelligences can interact to allow the 
emergence of social structures exist. The field of Artificial Life teems with 
computational models composed of interacting units where it is claimed that 
even a modicum of ‘intelligence’ (in the form of some computational capacity) 
can result in the emergence of phenomena more usually attributed to 
societies. These studies are focused on the basic model that interacting units 
cause society. 
What is rarer (especially outside the domains of sociology and linguistics) are 
investigations into the possibility that society is a causal factor in the 
emergence of individual practical intelligence in the individuals it is composed 
of.  
To researchers accustomed to thinking the other way around, this may seem 
a little strange: for society is obviously physically composed of individuals and 
not the other way around. However in one supremely important respect the 
matter is already all but settled: humans need other humans to interact with if 
they are to acquire a fully functional language, and they need a fully functional 
language to realise much of their potential intelligence. The lack of a fully 
functional language does not only limit an individual’s social intelligence, but it 
also limits that individual’s general problem-solving ability, for example, it is 
inconceivable that a human without mastery of a sophisticated language 
could perform abstract mathematics. 

The physical situation compared to the social situation 
When Brooks [7] made his now famous critique of AI (as it was then). He was 
specifically addressing shortcomings with respect to the problem of getting 
robots to master a physical environment. This spawned a whole field of 
research based on the premise that the physical situation was critically 
important in the design of agents (and in particular robots).  
Three critical aspects of being ‘physically situated’ are listed below, each has 
an analogue for the social situation. 
Frequent probing and sensing – that the agent uses the frequent probing and 
sensing of its environment to determine its states and processes rather than 
attempting to use explicit models and inferential processes to predict these. 
The frequent probing and sampling of the social environment of a human is 
called ‘gossip’. We do not try and predict the details of our social 
environment, instead we trade information about it as frequently as we can.  

                                            
2 This section is a part of the paper (Edmonds and Dautenhahn 1988). 



 

 

Goal directed, interactive learning – that much learning occurs in a practical 
interactive way in the pursuit of some specific goal rather than trying to 
discover general truths in a passive deductive way. 
The methodology of Embodied Artificial Intelligence (EAI) approach which has 
influenced research into robotics and adaptive systems has according to 
Erich Prem [34] a number of implications for cognitive science: “Cognition is a 
timely process driven by forces internal and external to the system, cognition 
happens in close interaction with the world, often in order to manipulate the 
world.” [34]. If we replace ‘world’ by ‘social world’ then Prem's citation relates 
nicely to our notion of socially situated intelligence.  For an embodied agent 
situatedness in the world matters, as for a social agent situatedness in the 
social world matters. A stronger claim, for which evidence is increasing but 
not yet sufficient, is that human intelligence (e.g. problem-solving abilities) 
has evolved in evolutionary terms literally as a side-effect of social intelligence 
(cf. our discussion on autism and the social intelligence hypothesis in this 
paper).  Thus, research into socially situated intelligent, e.g. studying 
simulation models of human interactions/societies, or building embodied 
artefacts like robots,  can provide valuable input to this discussion. We almost 
never learn about our social environment in a passive, detached way but 
through constant interaction with it in order to achieve our social (and other) 
goals.  
Specific adaptations – many adaptations in a successful situated agent are 
very specific to the particular environment the agent occupies, exploiting its 
features for efficiency and effectiveness. 
Humans have many adaptations that are considered as specifically social in 
their utility. These include: our linguistic ability; the whites of our eyes; our 
ability to recognise individual faces; our enjoyment of gossip; our elaborated 
sexuality; the expressiveness of our faces in displaying emotions; our ability 
to empathise with others; and our apparent predisposition towards 
cooperation. Thus humans are socially situated, if anything is. This does not 
necessarily mean that any of their features rely on this situation for its 
effective functioning. It may be the case that some aspects are somehow 
abstracted (or abstractable) from this particular situation to hold more 
generally. If this were the case and the abstraction preserved the feasibility 
then one might be able to ignore the situation and model the agent without it. 
On the face of it this would seem unlikely – surely the burden of proof must 
rest with those who would try such a task. 

Why one might expect the social situation to matter 
Below I outline some arguments as to why one would expect the social 
situation to be important for the development of an individual’s practical 
intelligence. 



 

 

Language 
As mentioned above, language is important for practical intelligence and 
language is a social construct. This means that society is critical in the 
development of individual intelligence unless: either language (once 
constructed) could be learnt as a entirely abstract and passive way without 
social interaction or that it might be possible to acquire a language that is not 
socially constructed in origin. 
The first seems unlikely to be the case, at least for humans. Humans learn 
language in a different way as a child than later, and in fact use different 
areas of the brain. It seems that a first, full language with all its power can 
only learnt by a young child, and it is unlikely that such a child would be able 
to learn a language in an abstract and passive way.  
The possibility of the second (an non-socially constructed language) is almost 
impossible to judge, because we are the only example of language users and 
all our (full) languages are socially constructed. It is notable that languages 
that are artificially devised (i.e. less socially constructed) are not as 
expressive or useful as full languages – on exposure to such artificial 
languages children seem to immediately change these into fully expressive 
languages in one generation as a result of their innate linguistic ability and the 
way they interactively acquire them (examples are the development of sign 
language in Nicaraguan from an artificial creation and Creole languages from 
pidgins). 
It must be concluded that, although the last word is not in (so to speak), that 
language is an inherently social construct. In a related question, the possibility 
of private languages, there are strong arguments to say that a language can 
not be private [41]. 

The co-evolution of human intelligence and social cooperation 
The recently proposed “social intelligence” [26] and “Machiavellian 
intelligence” theses put forward the view that substantial aspects of our 
intelligence evolved because its possession conferred social advantage. The 
idea is that our extensive intelligence is primarily evolved in order to keep our 
place in the social order and to manage the intricate cooperation and 
competition that this involves.  
If this is indeed the case (and it would be very odd if none of our intelligent 
capacity has been shaped by evolutionary pressures that are socially 
grounded), and given the intricacy of our present society (which presupposes 
the possession of individual intelligence) then it seems likely that our 
intelligence and our society have co-evolved. If this is the case then one 
would expect that many aspects of our intelligence have evolved to ‘fit in’ with 
our society (and vice versa). 
It is certainly difficult to argue from single cases, but the fact that the only 
species to evolve a sophisticated intelligence has also evolved a 
sophisticated society can not be totally ignored. 



 

 

The richness of society as an informational and computational resource 
One aspect of a society of roughly commensurate social agents which is 
almost inevitable, is that it will quickly develop so as to be more complex than 
any single agent can completely model. This is especially true of a society 
where there is sometimes advantage in ‘out-guessing’ the actions of the other 
agents, in which case a sort of modelling ‘arms-race’ quickly develops which 
in its turn makes the prediction and comprehension of the society even more 
difficult. 
In such a complex entity it would be strange if it did not offer some 
informational and computational resources to some agents for certain aspects 
for some of the time. Given this availability it would also be odd if these 
resources were not exploitable by the composite agents. Hence one would 
expect agents that were situated in such a society to evolve ways of exploiting 
such social resources. 
If this were the case, then we would expect that we would posses some 
faculties usually attributed to our ‘intelligence’ that were evolved to use such 
resources and save ourselves (individually) considerable expenditure in terms 
of time and effort. 

The need for social reflection in the development of the self 
The role of the ‘self’ in intelligence and consciousness is a hotly disputed one. 
Some philosophers see all usage of “I”, “myself” and similar utterances as 
merely a linguistic device with no real referent [44]. Others see the self as a 
real entity but as one whose essence is not usefully expressible from an 
exterior perspective [12].  
What is clearer is that: some form of self-modelling is a crucial part of the 
machinery of our social intelligence; this ability to model ourselves and others 
develops, at least partly, as the result of a learning process; this learning 
process requires some reflective mechanisms to occur; and that the reflection 
that occurs via social, linguistic mechanisms is by far the most expressive and 
effective that is presently available to us. In this way a reflective social 
environment to interact with is not only essential via language to symbolic 
thought but also to the development of the self.  
The processes by which the self comes into existence and its relation to 
social reflection is unclear, but [39] makes a first cut at it and [] examines the 
philosophical arguments. 

Autism 
Since the early 40ies of this century autism is known as a syndrome which 
involves, among other features, the striking lack of social competence. A 
variety of explanations have been discussed, among them the widely 
discussed ‘theory of mind’ model which is conceiving autism as a cognitive 
disorder [1], and, a more recent explanation given by Hendriks-Jansen [23]. 
He hypothesises as the primary cause early developmental disorders which 
prevent the child and its caretakers to ‘get the interaction dynamics right’ 
which normally scaffold the development of appropriate social interactions in 
the sense of situated dialogues between infant and caretaker.   



 

 

The importance of interaction dynamics are also part of the explanation given 
in [13] which suggests a lack of empathic processes which prevent the child 
to develop ‘normal’ kinds of social action and interaction. Why is it important 
to discuss potential explanations of the autistic syndrome? People with autism 
never develop into social beings as we expect of ‘normal’ people, although 
some of them show high intelligence in non-social domains, they are never 
able to communicate and interact properly with other people. They are not 
able to understand the social world around them, which therefore appears 
often scary and completely unpredictable to them. This deficit influences their 
lives to the extend that they often are not able to lead an independent life, in 
this way clearly demonstrating the central role of sociality in practical 
intelligence. This gives evidence that the study of socially situated intelligence 
does not merely provide an important add-on to other faculties of intelligence 
(like spatial thinking or mathematical reasoning), but that human intelligence 
(its development and expression) is embedded (and embodied) in a social 
being, and can in this way not be separated from non-social kinds of 
intelligence.  

Consequences for the development of artificial social agents 
If the above is the case and important aspects of our social intelligence 
require to be socially situated for their complete development, then this has 
consequences for programmers who are trying to construct or model such 
agents. Generally such a process of construction happens separately from 
the social situation that the agents are to inhabit – the programmer has a goal 
or specification in mind, tries to implement the agent to meet these and later 
the agents are situated so as to interact with others.  
Whether this is possible to do depends on the extent to which the aspects of 
its intelligence are practically abstractable to a model which is analysable into 
two (essentially) unitary parts: the agent and its environment. If this can be 
done then one can indeed design the agent with this environment in mind. In 
this case the social environment is effectively modellable from the agent’s 
point of view.  
If this sort of process is impractical (e.g. all the interactions in the social 
environment actually matter to the agent) this corresponds to a situation in 
which the agent is socially embedded [17]. Here the agent can not model its 
social environment as a whole and thus is forced to evolve heuristics based 
on the individuals it knows about in that environment. Some of these 
heuristics are listed below. 
There are a number of possible responses to inhabiting such a social 
environment, including: 

• Developing ways of structuring relationships to make them more 
reliable/predictable, e.g. contracts and friendship networks; 

• Developing constraints on normal social behaviour via social norms and 
enforceable laws [5]; 

• Developing institutions and groupings that act to ‘filter out’ the 
complexity of the exterior social environment [2]; 



 

 

• To try and identify good sources of information and opinion and rely on 
these as a basis for decision making; 

• To imitate those agents who many others imitate; 

• To frequently sample the social environment via ‘gossip’; 

• and, finally, to develop ones heuristics over time from within the relevant 
society and so avoid having to infer them later. 

In practice many models of socially interacting agents take one (or a limited 
selection of) these heuristics as the basis for their agents. This is fine as long 
as one does not then make the false step of defining a social agent on the 
basis of one such heuristic. It is likely that intelligent and creative social 
agents that co-evolve within a society of other such agent that are individually 
recognisable will develop a many separate and different heuristics [16]. The 
heuristics are merely a result of being such an agent in such an environment. 
This leads us to believe that a bottom-up (or 
constructivist [15, 17, 20, 35, 37]) approach may be more profitable to a top-
down a priori approach. 

Challenges in SSI research 
This section outlines a few research topics which we consider important to 
SSI research and which have in our view not yet gained as much attention as 
they deserve in the current research landscape. The list is not meant to be 
complete. 



 

 

Culturally Situated Agents 
The intelligent agents community which consists of people building software 
or hardware agents, or modelling societies of agents which show 
certain(social) intelligence, has so far not paid much attention to the issue 
that all technological products reflect the culture from which they originate. In 
the following we like to consider autonomous agents, following the definition 
given by Franklin and Grasser [19]: “An autonomous agent is a system 
situated within and a part of an environment that senses that environment 
and acts on it, over time, in pursuit of its own agenda and so as to effect what 
it senses in the future’. Currently, a paradigm shift from algorithms to 
interaction is acknowledged, see [38] which argues that recent technology is 
more than a continued development of more and more powerful rule-based 
Turing machines based on the closed-system metaphor. Instead, interactive 
systems, interaction machines which are inherently open systems are 
supposed to be the computational paradigm of the future. The shift of 
attention from algorithms to interaction also indicates a shift in beliefs, from 
the belief to discover and implement a universally intelligent, and general 
purpose machine towards an interactive machine, i.e. an agent which is not 
intelligent by itself by only behaves intelligently during interaction with other 
agents of the same or different kind, e.g. which interact with humans. Thus, 
the (social) context strongly matters, and in the case of interactions with 
humans such a socially situated agent which is used in different countries and 
communities also has to be a culturally situated agent [32] and a PRICAI98 
workshop which addresses this topic3. We cannot expect that agents, both 
natural and artificial, behave identically in different social and cultural 
contexts. Thus, design and evaluation of agents could benefit from 
considering these issues. 

                                            

3http://www.nttmsc.com.my/kido/pricai98cfp.html 

 



 

 

Imitation and the ‘like-me’ test 
A workshop at the latest Autonomous Agents AA’98 conference characterize 
simulation as follows: “Imitation is supposed to be among the least common 
and most complex forms of animal learning. It is found in highly socially living 
species which show, from a human observer point of view, ‘intelligent’ 
behaviour and signs for the evolution of traditions and culture. There is strong 
evidence for imitation in certain primates (humans and chimpanzees), 
cetaceans (whales and dolphins) and specific birds like parrots. Recently, 
imitation has begun to be studied in domains dealing with such non-natural 
agents as robots, as a tool for easing the programming of complex tasks or 
endowing groups of robots with the ability to share skills without the 
intervention of a programmer. Imitation plays an important role in the more 
general context of interaction and collaboration between agents and humans, 
e.g. between software agents and human users. Intelligent software agents 
need to get to know their users in order to assist them and do their work on 
behalf of humans. Imitation is therefore a means of establishing a ‘social 
relationship’ and learning about the actions of the user, in order include them 
into the agent’s own behavioural repertoire4.  

                                            
4http://www.cis.udel.edu/~agents98/workshops/interaction.html 

 



 

 

Imitation is on the one hand considered an efficient mechanism of social 
learning, on the other hand experiments in developmental psychology 
suggest that infants use imitation to get to know persons, possibly applying a 
‘like-me’ test (‘persons are objects which I can imitate and which imitate me’), 
see discussion in [12]. Imitation (e.g. as social reinforcement techniques or 
programming by demonstration set-ups in robotics and machine learning) has 
been used primarily by focusing on the ‘technological’ dimension (e.g. 
imitation providing the context of learning sequences of action), and 
disregarded the social function of imitation. Additionally, the split between 
imitation research in natural sciences and the sciences of the artificial are 
difficult to bridge, we are far from a common research framework supporting 
an interdisciplinary approach toward simulation, cf. [31] for an attempt to 
provide a mathematical framework to facilitate analysis and evaluation of 
imitation research. With an embodied system inhabiting a non-trivial 
environment imitation addresses all major AI problems from perception-action 
coupling, body-schemata, recognition and matching of movements, reactive 
and cognitive aspects of imitation, the development of sociality, or the notion 
of ‘self’), just to mention a few issues. Imitation involves at least two agents 
sharing a context, allowing one agent to learn from the other. The exchange 
of skills, knowledge, and experience between natural agents cannot be done 
by brain-to-brain communication in the way how computers can communicate 
via the internet, it its mediated via the body, the environment, the verbal or 
non-verbal expression or body language of the ‘sender’, which in return has to 
be interpreted and integrated in the ‘listener’s’ own understanding and 
behavioural repertoire. And, as imitation games between babies and parents 
show, the metaphor of ‘sender’ and ‘receiver’ is deceptive, since the game 
emerges from the engagement of both agents in the interaction (see notions 
of situated activity and interactive emergence  [22].    

New Trends in Social Robotics: From sorting ants to soccer playing 
robots 
In [8] Rodney Brooks gives a ‘historical’ overview on the shift of viewpoint 
from classical to behaviour-based robotics. Brooks was one of the strongest 
proponents of this shift of viewpoint or paradigm. Linked to the availability of 
simple and relatively inexpensive robots the new paradigm allowed to study 
robot group behaviour, instead of the classical approach which often focused 
on one monolithic system. A decade of research along the behaviour-oriented 
and artificial life approach has resulted in a number of impressive 
experiments demonstrating the emergence of group behaviour based on the 
interaction of simple robots performing simple behaviours, see [28] for an 
overview. For much of this work insect-like, in particular ant-like behaviour 
has been implicitly or explicitly served as a biological model. However, there 
are limits to the behavioural complexity one can achieve with this approach 
when trying to go beyond wall-following, flocking, herding, collective sorting, 
etc. In [8] again Rodney Brooks gives a strong push towards the direction of 
cognitive robotics. Rather than insects, mammals or even humans become 
popular models. Issues like memory and history, see [14] and [29] are among 
the currently investigated issues.  



 

 

Recently a particular ‘application domain’ has gained a lot of attention in the 
autonomous agents community, namely the RoboCup5 (see  [25]). Teams of 
software and robotic agents join a competition and have to cope with real 
world constraints (e.g. noise) and limited resources (e.g. time constraints). 
Imitating human soccer playing is the target, and therefore cognitive aspects 
like individual roles, strategies, teamwork and cooperation (see [36]) have to 
be combined with the well-known low level behaviours like target following or 
obstacles avoidance. Thus, for those who cannot effort to buy or build a 
humanoid robot, the RoboCup challenge allows to tackle cognitive robotics on 
the team level! Additionally, modelling human soccer playing with 
autonomous robots (or software agents) opens the field of autonomous 
agents towards other field like computational organisation theory (see an 
attempt towards a symbiosis of both in [30]. 
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Abstract

This article1 puts research on socially intelligent
agents (SIA) in the broader context of how humans
(and other primates) perceive and interact with the
social world. Phylogenetic (evolutionary) and ontoge-
netic (developmental) issues are discussed with respect
to the social origin of primate and human intelligence
and human culture. Implications for designing arti-
facts and for the evolvability of human societies are
outlined. A theory of empathy is presented that is
based on current research on the primate social brain.
Research projects that investigate some of these is-
sues are reviewed. I argue that Socially Intelligent
Agents (SIA) research, although strongly linked to
software and robotic engineering, goes beyond a soft-
ware engineering paradigm: it can potentially serve as
a paradigm for a science of social minds. A system-
atic and experimental investigation of human social
minds and the way humans perceive the social world
can result in truly social artifacts, that are integrated
in human society.

“Once there lived a robot called Rob, he was made
by a mad professor called Brain-Box on Jan the 3rd
2,000,000 in Germany. Everybody thought it was bril-
liant and on Jan 30th the same year it ran away and
it ran away to England and terrorised England people
looked to see who or what had done it. The robot had
killed someone and taken her brain they got the po-
lice out and they looked into it the police didn’t know
who or what had done it. One day someone called Tod
saw Rob and called the police to come and get Rob but
when the police cam Rob had gone. Tod got a fine for
supposedly lying to the police. The next year the police
had still not found Rob. Sometime in the last year Rob
had fallen off something and he was found in pieces in
a junk yard. Some people phoned the police the police
came out and he had gone. The village dug a massive
pit to try and catch Rob. Now Rob was as high as
six houses he was eating a lot of junk metal. One day
rob was walking along and he fell in the pit, the people

1This is a slightly updated version of a paper published
as Proc. AAAI Fall Symposium ”Socially Intelligent Agents
- The Human in the Loop”, AAAI Press, Technical Report
FS-00-04, pp. 35-51, November 2000.

found him in the pit and he was killed.” (Christopher,
9 years old, (BD99)).

Introduction: Socially Intelligent
Agents - The Human in the Loop

As Reeves and Nass have shown (RN96) humans tend
to treat computers (and media in general) as peo-
ple. I believe that this ‘media equation’ (media equals
real life) is particularly relevant for socially intelli-
gent agents (SIA’s) research with the ‘human in the
loop’, namely studying the relationship between so-
cially intelligent agents and humans as designers, users,
observers, assistants, collaborators, competitors, cus-
tomers, or friends. In order to acknowledge the ‘hu-
man in the loop’ I suggested in (Dau98) a list of design
guidelines for SIA technology, identifying the following
roles of humans and suggesting that a balanced de-
sign of socially intelligent agents need to address these
roles: Humans are embodied agents, humans are ac-
tive agents, humans are individuals, humans are social
beings, humans are storytellers, humans are anima-
tors, humans are autobiographic agents, humans are
observers. Not unsurprisingly, SIA research is more
than other agent research strongly inspired and mo-
tivated by findings from outside software engineering
and computer science, in particular by the humanities,
social sciences, and natural sciences. As such, SIA re-
search is different from the field of agent-based com-
puting research that views agents primarily as a soft-
ware engineering paradigm (cf. (JSW98), (WJK00)).
In contrast, SIA research benefits from viewing agents
in the larger picture of autonomous agents as defined
by Franklin and Graesser ((FG97)): “An autonomous
agent is a system situated within and a part of the en-
vironment that senses that environment and acts on
it, over time, in pursuit of its own agenda and so as to
affect what it senses in the future”. This definition is
very attractive since it applies easily both to natural
and artificial systems. Franklin and Graesser (FG97)
also propose a natural kinds taxonomy of agents, dis-



tinguishing between biological, robotic and computa-
tional agents as instances of the class of autonomous
agents. In a different paper Stan Franklin argues for
the study of autonomous agents as embodied artificial
intelligence (Fra97)2. I believe that this was an im-
portant step, namely viewing (autonomous) agents as
vehicles and subjects for the investigation of artificial
(and human) intelligence, and in this paper I like to ar-
gue that socially intelligent agents can similarly serve
as tools and vehicles for the study of artificial (and
human) social minds.

Socially Intelligent Agents research is concerned
with agents and human-agent interactions whereby the
agents show aspects of human-style social intelligence.

Socially intelligent agents are biological or ar-
tificial agents that show elements of (human-
style) social intelligence. The term artificial so-
cial intelligence refers then to an instantiation of
human-style social intelligence in artificial agents.
(Dau98)

Social intelligence can be natural (humans) or ar-
tificial (computational or robotic agents), but within
the context of human-style social interaction and be-
haviour. Please note that social intelligence in this
sense does not make claims on how intelligent the agent
needs to be: often simple strategies can be socially very
effective!

Although SIA research is primarily interested in
human-style behaviour and interactions, human social
intelligence has a history, both evolutionary as well as
developmental. Below I therefore discuss a few find-
ings from primatology and developmental psychology
and their implications for SIA research.

The social, ethical, cultural, as well as cognitive im-
plications of SIA technology are important issues to
consider. Even on the level of the individual human,
interactions with SIA’s can influence a human beings
attitudes, behaviour and minds, and in this way em-
power as well as manipulate humans (see discussion

2Embodiment is here considered as ‘embodied in the sit-
uated sense of being autonomous agents structurally cou-
pled with their environment’. In this sense software agents
can be as embodied as robotic and biological agents. Tom
Quick, Kerstin Dautenhahn and Chrystopher Nehaniv de-
veloped a definition of embodiment based on structural
coupling and mutual perturbation between an agent and
its environment, a definition that applies to different kinds
of systems, including autonomous agents, and which allows
to measure different degrees of embodiment quantitatively
((QDNR99b), (QDNR99a), (QDNR99c)), see a more re-
cent discussion in K. Dautenhahn, B. Ogden, T. Quick:
From Embodied to Socially Embedded Agents - Implica-
tions for Interaction-Aware Robots, to appear in Cognitive
Systems Research, special issue on Situated and Embodied
Cognition, guest-editor: Tom Ziemke, Elsevier.

in (ND00). In (Fog99) B.J. Fogg discusses computers
as persuasive technologies. In contrast to other non-
persuasive technologies, “persuasive computing tech-
nology is a computing system, device, or application
intentionally designed to change a person’s attitudes
or behaviour in a predetermined way.” Furthermore,
Fogg calls the study of planned persuasive effects of
computer technologies captology. Figure 1 shows the
functional triad of computer persuasion. Following
Fogg’s terminology SIA’s might fall under the cate-
gory of ‘social actors’, where agents can adopt ani-
mate characteristics, play animate roles, and follow so-
cial dynamics for the purpose of creating relationships
with humans and invoke social responses. In this sense,
SIA’s are persuasive technologies and therefore issues
of design, credibility (TF99), and ethics of persuasive
technology (BN99) also apply to SIA’s technology, in
particular to the new generation of highly interactive
‘social’ software and robotic agents, many of them de-
scribed in this volume and elsewhere.3.

The Life-Like Agents Hypothesis

As discussed in the previous section, SIA’s are often
designed to ‘imitate’ life. Based on what I called previ-
ously the ‘Life- Like Agents Hypothesis’ this approach
can be characterised as follows (Dau99c):

“Artificial social agents (robotic or software)
which are supposed to interact with humans are
3Examples of collections of articles on SIA research are:

K.Dautenhahn, C. Numaoka (guest editors): Socially In-
telligent Agents, Special Issues of Applied Artificial Intel-
ligence, Vol. 12 (7-8), 1998, and Vol. 13(3), 1999, K.
Dautenhahn, ed. (2000): Human Cognition and Social
Agent Technology, John Benjamins Publishing Company,
B. Edmonds and K. Dautenhahn (guest editors): Social
Intelligence, special issue of Computational and Mathemat-
ical Organisation Theory, Vol. 5(3), 1999, K. Dautenhahn
(guest editor): Simulation Models of Social Agents, special
issue of Adaptive Behavior, Vol. 7(3-4), 1999, Bruce Ed-
monds and Kerstin Dautenhahn (guest editors): Starting
from Society - the application of social analogies to com-
putational systems, special issue of The Journal of Artifi-
cial Societies and Social Simulation (JASSS), 2001. Ker-
stin Dautenhahn (guest editor): Socially Intelligent Agents
– The Human in the Loop, special issue of IEEE Trans-
actions on Systems, Man, and Cybernetics, Part A: Sys-
tems and Humans, Vol. 31(5), 2001; Lola Cañamero and
Paolo Petta (guest editors), Grounding emotions in adap-
tive systems, special issue of Cybernetics and Systems, Vol.
32(5) and Vol. 32(6), 2001. K. Dautenhahn, A. Bond,
L. Cañamero, B. Edmonds, eds. (2002): Socially Intelli-
gent Agents - Creating Relationships with Computers and
Robots, Kluwer Academic Publishers. K. Dautenhahn, C.
L. Nehaniv, eds (2002): Imitation in Animals and Artifacts,
MIT Press. C. L. Nehaniv, K. Dautenhahn (guest editors):
Imitation in Natural and Artificial Systems, special issue
of Cybernetics and Systems, Vol. 32(1-2) 2001.



Figure 1: The functional triad of computer persuasion,
redrawn from (Fog99).

most successfully designed by imitating life, i.e.
making the agents mimic as closely as possible
animals, in particular humans. This comprises
both ’shallow’ approaches focussing on the pre-
sentation and believability of the agents, as well as
’deep’ architectures which attempt to model faith-
fully animal cognition and intelligence. Such life-
like agents are desirable since 1) The agents are
supposed to act on behalf of or in collaboration
with humans; they adopt roles and fulfill tasks
normally done by humans, thus they require hu-
man forms of (social) intelligence, 2) Users prefer
to interact ideally with other humans and less ide-
ally with human-like agents. Thus, life-like agents
can naturally be integrated in human work and
entertainment environment, e.g. as assistants or
pets, and 3) Life-like agents can serve as models
for the scientific investigation of animal behaviour
and animal minds”.

Argument (3) is certainly valid and need not be
discussed here. However, arguments (1) and (2) are
not as straightforward as they seem. Designing life-
like agents that closely mimic human appearance or
behaviour can unnecessarily restrict and narrow the
apparent and actual functionality of an agent. Sim-
ilarly, imagine mobile phones were designed so that
they had the shape of old-fashioned dial-operated tele-
phones. It then could be disturbing or at least puzzling
for people to find out that the mobile phone might

have more functionalities (e.g. sending and receiving
email, browsing the Web etc.) than the original model.
Thus, ‘new’ designs not imitating any other previously
existing object might better suit a piece of technology
that is combining functionalities in a novel way or has
new functionalities. A social interface agent (e.g. in
an e-commerce context) presented with humanoid ap-
pearance and behaviour might have the advantage of
evoking an initial feeling of ‘familiarity’ in a human
customer, but 1) human customer’s are then likely to
expect the agent to show other human characteristics
and functionalities, human knowledge, personality and
other characteristics of humans in general (including
that it understands jokes and possesses common sense
knowledge), and sales agents in particular, and 2) new
or different functionalities that the real agent does not
possess need to be integrated in a plausible way in the
agent’s behaviour, without breaking the suspense of
disbelief (Mat97) (see (ND00) for further discussion of
these issues).

Attitudes towards Socially Intelligent
Agents: Anthropomorphism and

Behaviour Reading

According to the Social Intelligence Hypothesis, dis-
cussed in more detail below, the evolution of primate
intelligence is linked with an increase of the complexity
of primate social life ((BW97), (WB88)). The argu-
ment suggests that during the evolution of human in-
telligence a transfer took place from social to non-social
intelligence so that hominid primates could transfer
their expertise from the social to the non-social domain
(see review in (Gig97)). An interesting aspect of this
kind of transfer is given by Mithen (Mit96), who ex-
plains the evolution of anthropomorphic thinking with
an accessibility between the domains of social intelli-
gence and natural history intelligence so that “people
could be thought of as animals, and animals could be
thought of as people”, (Mithen 1996, p. 224).

The attribution of human motivation, characteris-
tics, or behaviour to inanimate objects, animals or nat-
ural phenomena is usually called anthropomorphism
(see The American Heritage c©Dictionary of the En-
glish Language). Anthropomorphism is often dis-
missed as a curiosity or unscientific phenomenon and
only relatively few scientific work outside philoso-
phy have experimentally addressed the issues of how
and why people tend to adopt an intentional stance
(Den71), (Den87), namely treating non-humam ob-
jects and animals as intentional objects (what seems
to be based on the human mindreading or social
competence system, see discussion below). It is of-
ten suggested that physical likeness, familiarity, phy-



logeny and/or cultural stereotypes are important fac-
tors. Well known is the study by Eddy et al. (EGP93)
who investigated peoples tendency to anthropomor-
phise animals (see summary in (Wat97)). The study
identified two primary mechanisms why people at-
tribute similar experiences or cognitive abilities to ani-
mals, based on 1) the degree of physical similarity, and
2) the degree of an existing attachment bond (familiar-
ity). Dogs and cats are more familiar to most people
than frogs, primates are physically (and behaviourally)
similar to humans.

This study seems to support the above mentioned
Life-Like Agents Hypothesis, namely that humanoid
agents that look like humans should be more believ-
able and successful as social interaction partners for
humans than non-humanoid agents (assuming that hu-
mans mostly enjoy interacting with other humans).
However, other evidence suggests that not physical
similarity, but behaviour in context matters. Mitchell
and Hamm (MH97) provided undergraduate students
with narratives depicting different mammalian agents
(including humans) showing behaviour that suggested
jealousy or deception. The students were then asked
to answer questions on particular psychological charac-
terisations of the agents. The narratives varied accord-
ing to species, context in which an agent’s behaviour
occurred, and the degree of emphasis that the nar-
rative was about a particular species of animal (or
human). The behaviour was constant in all narra-
tives. Mitchell and Hamm found that variations in
context influenced the psychological characterisations,
but variations in species and emphasis did not, i.e.
the psychological characterisations of all species were
almost always similar: “Nonscientists (and some sci-
entists as well) apparently use a mammal’s behavior-
in-context (whether human or not) as evidence of its
psychological nature, regardless of the mammal’s phys-
ical similarity, familiarity, or phylogenetic closeness to
humans, or the mammal’s cultural stereotype; psycho-
logical terms are not used specifically for humans, but
rather are depictive of behaviour-in-context”. Inter-
estingly, the notion that behaviour matters more than
appearance in ascribing intentionality is supported by
an experimental study published in 1944 (HS44) that
convincingly demonstrates the effects of the ‘inten-
tional stance’. Here, human subjects created elaborate
narratives about intentional agents when asked to de-
scribe movements of moving geometric shapes shown
in a silent film. Other studies along research done by
Mitchell and Hamm and Heider and Simmel could con-
firm whether this also applies to non-mammalian ani-
mals. A particular challenge would be to include com-
putational and robotic agents in such studies. I sug-

gest that behaviour-reading might apply also to inani-
mate objects such as robots. Every robotics researcher
who has ever given a demonstration of autonomous
mobile robots to a general audience can confirm how
readily humans view robots as people, cf. (Bra84),
(BD99). The importance of behaviour expression in
agent building has been recognised e.g. by Phoebe Sen-
gers (Sen98), (Sen00). Her argument is that ‘doing the
right thing’ (the classical approach of AI approaches to
agent control) needs to be complemented by paying at-
tention to ‘doing the thing right’, in particular creating
believable transitions between agent behaviours.

Attitudes Towards Agents: A Case Study
with Robots
In (BD99) Kate Bumby and Kerstin Dautenhahn in-
vestigated children’s attitudes towards robots, a brief
summary is given here. We were interested to find
out how children interact and describe robots. Thirty
eight children (ages seven to eleven, 21 males, 17 fe-
males, BC1 socioeconomic category) were studied at
St. Margarets Junior School in Durham, UK. A num-
ber of working hypotheses were addressed with respect
to how the children portrayed robots. In three studies
the children were asked a) to draw a picture of a robot,
b) to write a story about the robot they had drawn.
These studies were observational. The third study had
the format of an informal, guided and filmed interview
while the children were in a group interacting with two
mobile robots (see figure 2) that were running in an en-
vironment with a light source. The robots were simple
behaviour-based vehicles (Bra84).

Figure 2: a) The experimental set up and the two au-
tonomous, mobile fischertechnik robots, b) Drawings
of 8-year and 9-year olds, (BD99).

Results of study a (pictures) show e.g. that the chil-
dren tend to give the robot humanoid faces. Figure 2



shows examples of a variety of drawings by 8/9-year
olds, portraying robots. In study b (stories), one re-
sult was that the children tend to put the robots in fa-
miliar settings, doing familiar tasks. The robots were
significantly often put in a social context. Study c (in-
terview) showed a clear tendency to anthropomorphise
the robots, e.g. “I don’t think it likes the light.”. The
children also often talked to the robots as if they were
animals or small children. Other findings of this case
study, e.g. with respect to attribution of gender or vio-
lence is reported in more detail in (BD99). This single
case study cannot answer the question of how children
in that age range in general think about robots, but
the results give some indication that confirm findings
along the lines of studies with computers (RN96).

Societies of Social Animals4

Swarm Intelligence: Social Insects Don’t
have Friends
The term ‘societies’ is generally applied both to hu-
man and other animal societies, including social in-
sects. Social insects (e.g. termites, bees, ants) are very
well studied and two important theoretical concepts
are used to understand coordination in social insect
societies, namely self- organisation and stigmergy. Re-
cently, models of swarm intelligence and their applica-
tions to problems like combinatorial optimisation and
routing in communications networks have been studied
extensively (BDT99). The concept stigmergy describes
a class of mechanisms mediating animal-animal inter-
actions, based on the description of insect behaviour
as stimulus-response (S-R) sequences (even for solitary
species). Stigmergy is based on indirect communica-
tion, communication via the environment, and an ex-
ample of collective behaviour.

Primate Intelligence: Getting to Know
Each Other
In primate societies, and different from members of so-
cial insect societies, an individual is not only socially
situated (being part of and surrounded by a social en-
vironment) but also socially embedded (ED98) which
means that the agent needs to pay attention to other
agents and their interactions individually. Particularly
human primates are specialised in predicting, manipu-
lating and dealing with highly complex social dynam-
ics (involving direct relationships as well as third-party
relationships); they possess language as an effective
means of preserving group coherence, ‘social grooming’
(Dun93), (BD97) and communicate about themselves
and others in terms of stories (Dau99b). Humans are
not only dealing with very complex relationships but

4This section is based on (Dau00b).

seem to have mental ‘models’ of themselves, others and
the social world (cf. (Whi91), (BC95)). Humans, dif-
ferent from social insects live in individualised societies
(as do some other species of birds and mammals). An
increasingly complex social field and an increasing need
to effectively communicate with each other were likely
to have been among the important constraints in the
evolution of human minds.

Minds are certainly attributed to members of Homo
sapiens (and as some evidence suggests several other
hominid species might have existed with ‘minds’),
but other candidates exist among mammals (e.g. non-
human apes, dolphins, elephants) and birds (e.g. par-
rots and members of the crow family). Interestingly,
species which we describe as possessing a ‘mind’ are
all highly social. Even the ‘solitary’ life style of Pongo
pygmaeus or orangutans, (who nevertheless seem to be
highly social in their ability to recognise and interact
with each other) is rather a secondary adaptation to a
particular environment which demands a spatially ‘dis-
tributed’ social organisation. The Social Intelligence
Hypothesis suggests that primate intelligence primar-
ily evolved in adaptation to social complexity, i.e. in
order to interpret, predict and manipulate conspecifics
(see overview in (BW97), (WB88)). Thus, there are
two important aspects to human sociality: it served as
an evolutionary constraint which led to an increase of
brain size in primates, this in return led to an increased
capacity to further develop social complexity.

Although it is still unknown why hominids needed
or chose to live in social groups, this feedback prin-
ciple soon led to the development of highly sophisti-
cated levels of organisation and control in human so-
cieties. In (Rus93) four levels of primate social organ-
isation are discussed which might serve as models for
the evolution of primate societies: a) the ‘shrew’-type
pre- primates: solitary, many offspring, insectivores,
e.g. Purgatorius, a 70- million-year-old fossil, b) the
‘mouse-lemur’-type primates: bush-living, nocturnal,
strong mother-daughter bonding (stable matrilines),
social learning (offspring learns from mother), solitary
males and social groups of mothers and daughters, e.g.
the 50-million-year-old fossil Shoshonius cooperi, c) the
‘Lemur catta’-type diurnal lemurs: appearing about
54 million years ago, social groups (troops), domi-
nant females, submissive males, stable matrilines, oc-
casionally consort bonds between single male and fe-
male, e.g. Adapidae, d) the ‘chimpanzee’-type lemur-
ape: appearing about 24 million years ago, groups of
dominant males and submissive females, stable fami-
lies of mothers and their offspring, male power coali-
tions, e.g. Dryopithecus. The social organisation of
recent species of apes shows variations of this pat-



tern: of harem-structures (gorilla), solitary lifestyle
(orangutan). Such stages of social organisation can be
related to behavioural as well as cognitive capacities of
primates.

The terms ‘theory of mind’ and mindreading are usu-
ally used in order to discuss whether an animal is able
to reflect on its own mental states (e.g. desires, inten-
tions and beliefs) and those of others. Researchers have
studied whether humans might have particularly spe-
cialised in a theory of mind (PW78), (PP95a). How-
ever, as Richard Byrne pointed out (Byr97), the Social
Intelligence Hypothesis might account for the evolu-
tion of primate intelligence, but not for the specific
human kind of intelligence. Here, narrative psychol-
ogy and studies on the development of autobiographic
memory and a ‘self’ might offer an explanation: evi-
dence suggests that ‘stories’ are the most efficient and
natural human way to communicate, in particular to
communicate about others (Bru91). Dennett (Den89)
even regards the ‘self’ as a ‘centre of narrative gravity’.
Narrativity, the capacity to communicate in terms of
stories is therefore regarded an efficient means to com-
municate social matters, and the origin of narratives
might therefore have been a crucial milestone in the
evolution of primate social intelligence (RM95). The
Narrative Intelligence Hypothesis (NIH) (Dau99b) pro-
poses that the evolutionary origin of communicating in
stories was correlated with increasing social dynamics
among our human ancestors (see figure 3), in partic-
ular the necessity to communicate about third-party
relationships (which in humans reaches the highest de-
gree of sophistication among all apes, cf. gossip)5.

A number of current research is devoted to build-
ing narrative software, virtual or physical environ-
ments (e.g. (GC97), (MMP99), (BC00), (BID+99),
(MAD+00), (BBA+00)). Supporting human narrative
intelligence is expected to impact human minds and
our notions of sociality and what we call our ‘selves’. In
parallel, investigations into autonomous story-telling
agents can result in agents (robotic or software) with
genuine narrative minds, being able to tell us interest-
ing stories, listen to and understand our stories, and
make us laugh. A first attempt to a bottom-up ap-
proach to narrative intelligence for autonomous agents
is described in (CD00), (DC00). The kind of stories
these agents might tell us will be shaped by the social
field and the cultural environment of human societies

5For a more recent discussion of the NIH see K. Dauten-
hahn: The Origins of Narrative - In Search for the Trans-
actional Format of Narratives in Humans and Other Social
Animals, accepted for publication in International Jour-
nal of Cognition and Technology: Co-existence, Conver-
gence, Co-evolution (IJCT), John Benjamins Publishing
Company

Figure 3: Evolution of the Social Mind, modified from
(Byr97), see text for explanation.

in which these agents ‘grow up’. Thus, it’s up to us
whether the stories of the future will be nightmares,
fairy-tales, comedies or adventures.

“Once they were a robot, that lived in the country. He
came to this cliff, he thought it was too steep for him to
go down so he went down the steps. He went onto the
beach oh yeah the robot’s name is Shaped and Shaped
went to play in the sea and after a few minutes he fell
to the ground and got washed into shore because the
water has gone into his body.” (Becky - 8 years old,
(BD99)).

Primate Culture: We are not alone
The terms anonymous and individualised societies are
used in biology in order to describe two different types
of social organisation. Social insects are the most
prominent example of anonymous (eusocial) societies
where group members do not recognise each other as
individuals but rather as group members6. We do not
observe bees or termites searching for missing mem-
bers of their colony. Although individuals adopt spe-
cific roles in a colony they do not show individuality
or ‘personality’.

The situation is quite different in individualised so-
cieties which primate societies belong among. Here
we find complex recognition mechanisms of kin and
group members. This gives rise to complex kinds
of social interaction and the development of various
forms of social relationships and networks. On the

6Note that African naked mole-rats, mammals, show
a eusocial organisation similar to social insects (SJA91).
Thus, the eusocial form of organisation has evolved inde-
pendently in different taxa of animals.



behavioural level long-lasting social bonding, attach-
ment, alliances, dynamic (not genetically determined)
hierarchies, social learning, development of traditions
etc. are visible signs of individualised societies. In hu-
mans the evolution of language, culture and an elab-
orate cognitive system of mindreading and empathy
are characteristics of human social intelligence in in-
dividualised societies (Dau97). As a consequence of
the latter, humans are not only paying attention to
other agents and their interactions individually (inter-
actions between distinct personalities), but they use
their mental capacities to reason about other agents
and social interactions. It is at present unclear to what
extent the social intelligence of members of other an-
imal species, in particular very social species like ele-
phants, Grey parrots, non-human apes and cetaceans,
is similar to or different from our own. Similarly, the
issues of cultural and ‘memetic’ evolution is highly
controversial. The concept of memes, first introduced
by Dawkins (Daw76) comprises ideas, fashions, skills
and other components of human culture. Human cul-
ture and the memetic transmission of knowledge, ideas
and skills is often regarded unique to human societies.
According to Donald’s discussion of the evolution of
culture and cognition (Don93) modern humans have
three systems of memory organisation (mimetic skill,
language and external symbols) not available to our
primate relatives, and these ‘inventive capacities’ re-
sult in languages, gestures, social rituals, images etc.
According to Tomasello et al. (TKR93) cultural learn-
ing is a uniquely human form of social learning. Cul-
tural learning requires three social-cognitive processes
which emerge in human ontogeny: imitative learning,
instructed learning (teaching) and collaborative learn-
ing. Similarly, Blackmore (Bla99) argues that only so-
phisticated forms of imitation which are characteristic
of humans but not non-human primates, were a neces-
sary prerequisite for memetic replication which leads
to human culture.

Others argue that culture as such is unlikely to be
a feature unique to human societies and that the ac-
quisition of novel behaviours in ‘proto-cultures’ can be
observed in animals. To give an example: traditions
have been observed among troops of Japanese macaque
monkeys (Huf96): Japanese macaques or Macaca fus-
cata show several examples of the acquisition of innova-
tive cultural behaviours, e.g. sweet potato washing and
wheat-washing was invented in 1953 by a young female
and subsequently spreading to older kin, siblings, and
playmates, eventually to other members of the troop.
Other observed cultural behaviours are fish eating (as
many newly acquired food sources initially spreading
from peripheral males to adult females, then from older

to younger individuals), and stone handling or stone
play (initially spread only laterally among individuals
of the same age). Subsequently all these behaviours
were passed down from older to younger individuals in
successive generations (tradition phase). These exam-
ples clearly show the influence of social networks on
the transmission phase of novel behaviour: the nature
of the behaviour and social networks determine how
the behaviours are initially transmitted, depending on
who is likely to be together in a certain context and
therefore is exposed to the novel behaviour. Innovative
behaviours of the kind described here have been inde-
pendently observed at different sites. Various factors
have been discussed which influence cultural transmis-
sion: environmental factors, gender, and age, and other
social and biological life history variables. For exam-
ple, unlike potato or wheat washing, stone handling
declines when individuals mature.

With respect to cultural transmission in non-human
apes, recent evaluations of long-term field studies of
chimpanzees or Pan troglodytes give compelling evi-
dence for cultural behavioural variants (traditions) in
different chimpanzee communities, data which cannot
be explained by ecological differences of the habitats,
and comprising dozens of different behaviours includ-
ing tool usage, grooming and courtship behaviours
(WGM+99). Possibly the kind of mechanisms that
are necessary for and support culture (e.g. cognitive
mechanisms, language, imitation) might be different in
different animal species. As Frans del Waal concludes
(dW99): “The ‘culture’ label befits any species, such
as the chimpanzee, in which one community can read-
ily be distinguished from another by its unique suite
of behavioural characteristics. Biologically speaking,
humans have never been alone - now the same can be
said of culture.”.

The striking similarity of cultural transmission of
novel behaviour exhibited by Japanese macaque mon-
keys and chimpanzees and what we call human cul-
ture questions the uniqueness of human societies. Note
that this behaviour is observed in monkeys, which do
not show complex forms of social learning like imita-
tion, and do not seem to possess higher-level ‘cogni-
tive’ capacities necessary for complex social forms of
‘primate politics’ shown by non-human apes and hu-
mans. However, many non-human primates are very
good social learners (widely using non-imitative forms
of social learning, e.g. stimulus enhancement or social
facilitation). Reader and Laland (RL99) therefore ar-
gue that the meme concept can and should also be
applied to cultural transmission among non-human an-
imals. Animal societies can appear in various forms.
Human societies, human culture and human minds re-



flect in many ways their evolutionary origin in animal
societies, animal culture and animal minds. Consider-
ing human culture in an evolutionary context, linking
it to precursors in non-human primate societies might
help a better understanding of human culture.

Implications for Evolvability of Human
Societies
According to Kirschner and Gerhart evolvability can
be defined as “the capacity to generate heritable phe-
notypic variation” (KG98). As outlined above, in pri-
mate non-human societies we already observe precur-
sors of human culture (e.g. social learning, traditions).
For reasons still under dispute our human ancestors
were required to deal with increasingly complex social
dynamics. Mental capacities evolved which allowed the
evolution of increasingly complex mechanisms of social
control, which in return increased the complexity of
primate societies.

Based on what the previous sections discussed about
primate societies and culture, the following require-
ments for mental capacities and social skills which fa-
cilitated the evolution of primate culture are proposed:

• Individualised societies: The capacity to identify
and recognise individual group members.

• Social Networks: the capacity to establish, maintain,
remember and utilise social networks. Three basic
elements7 in the primate social field are:

– Forming direct (one-to-one) relationships with
group members

– Identifying third-party relationships (relation-
ships among other group members)

– Recognition of conspecifics as members in a group
hierarchy/social structure (e.g. structures of kin-
ship, allies, dominance hierarchies, etc.)

• Efficient mechanisms of social bonding, either via
physical grooming (in on-human primate societies)
or via language and communication in narratives
as efficient ways of ‘social grooming’, important for
maintaining the coherence of social groups at differ-
ent levels of social organisation.

• Social learning: the capacity to use others as ‘social
tools’ (as explained in (Dau95)), via social learning
mechanisms with varying degrees of what the an-
imals learn from each other (cf. social facilitation
versus imitation)

Thus, culture and other characteristics of human so-
cieties cannot be separated from specific environmen-
tal (including social) constraints and mental capacities

7This is not supposed to be an exhaustive list.

which evolved as adaptations for dealing with such
constraints. Specific adaptations then turned out to
be prerequisites in the evolution of more sophisticated
forms of primate societies and culture. Although new
forms of media seem to substantially expand the social
life of humans, even today the same mental capaci-
ties which were involved in the evolution of the human
social animal now pose cognitive limits on the com-
plexity and number of social encounters. Our primate
social brain has a limit on the number of individuals
who we can maintain direct social relationships with,
namely relationships based on direct social knowledge
(around 150), correlated with the relative size of the
human neocortex (Dun93), (BD97). This figure can be
identified consistently in various ancient and present
human cultures. This number is significantly larger,
namely more than double that observed in any pop-
ulation of non-human primates. Unless drastic (tech-
nological) enhancements of human cognitive capacities
are invented, this number could only be exceeded by
inventing new, more efficient ways of “social groom-
ing” (exceeding the communicative capacities of lan-
guage). Another interesting issue discussed by Dunbar
(Dun93), (BD97) is that language is 2.8 times more ef-
ficient as a mechanism of social bonding in comparison
to physical grooming. The suggestion is therefore that
human conversational group sizes should be limited to
about 3.8 (which means one speaker and 2-3 listeners).
Data on small group sizes confirm this hypothesis.

I showed above that biological evolution led to two
distinctively different forms of social organisation in
animal societies (anonymous and individualised soci-
eties). It appears that individualised societies were a
necessary (but not sufficient) prerequisite for the evo-
lution of culture, providing a social environment which
supported the evolution of complex forms of social
learning (in particular imitation). The capacity for
phenotypic, cultural evolution seems correlated with
particular mental capacities and social skills (see list
above) which facilitated the evolution of complex forms
of primate societies and primate culture. Primate so-
cial behaviour is well studied, we know less about
the social life and mental capacities of non-primate
species (crows, parrots, cetaceans, elephants, and oth-
ers). However, when searching for animal culture,
highly social animals in individualised societies are
good candidates. Ants don’t imitate, they don’t learn
from each other, primates do. Memes, as the repli-
cators of culture, seem to require ‘a social host’, and
memes are transmitted along social networks and de-
pending on interactions its ‘host’ is engaged in. These
seem to be the natural constraints under which cul-
ture is able to evolve in primate societies. The ‘magic



numbers’ 150 and 3.8 indicate strong limitations and
constraints for the future development of human soci-
eties. Systematic investigations that take these cogni-
tive constraints into consideration could provide a ba-
sis for social agent technology that meets the cognitive
demands of human primates.

Social Robots in Rehabilitation: the
Case of Autism8

Autism

Although we use the term autism throughout this pa-
per it is more appropriate to use the term autistic
spectrum disorders (ASD) which acknowledges the fact
that autism occurs in differing degrees and in a vari-
ety of forms. The National Autistic Society (NAS00)
lists the following triad of impairments: 1. Social in-
teraction (difficulty with social relationships, for ex-
ample appearing aloof and indifferent to other people,
inappropriate social interactions, inability to relate to
others in a meaningful way, impaired capacity to un-
derstand other’s feelings or mental states). 2. Social
communication (difficulty with verbal and non-verbal
communication, for example not really understanding
the meaning of gestures, facial expressions or tone of
voice). 3. Imagination (difficulty in the development
of play and imagination, for example having a lim-
ited range of imaginative activities, possibly copied and
pursued rigidly and repetitively).

In addition to this triad, repetitive behaviour pat-
terns and a resistance to change in routine can gen-
erally be observed, associated with a significantly re-
duced repertoire of activities and interests, stereotypi-
cal behaviour, and a tendency of fixation to stable envi-
ronments. Depending on what is included in ‘autism’,
rates of occurrence are given which range between 5-
15 in 10000. Instead of a physical handicap which
prevents people from physically interacting with the
environment, people with autism have great difficulty
in making sense of the world, in particular the social
world. Autism can but need not be accompanied by
learning disabilities. At the higher functioning end of
the autistic spectrum we find people with Asperger
Syndrome. Some of them manage to live indepen-
dently as adults and to succeed in their profession, but
only by learning and applying explicit rules in order to
overcome the ‘social barrier’ (Gra95), (GS96), (Sch97).
Instead of picking up and interpreting social cues ‘nat-
urally’ they can learn and memorise rules about what
kind of behaviour is socially appropriate during inter-
action with non-autistic people. Autism is not, as has
long been assumed in public, a voluntary decision to

8This section is based on (Dau00a).

retract from the world: people with autism do not have
the choice to live socially or not, the decision has been
made for them. Two different viewpoints exist on how
to connect the autistic with the non- autistic world: ei-
ther efforts are undertaken to teach people with autism
the skills they need to survive in the world of ‘normal’
people, or it is suggested that they might be happier
living separately in a world specifically designed for
them. From all what we know about the way indi-
viduals with autism feel (see books written by Tem-
ple Grandin and others), they are painfully aware of
their ‘being different’ from other people, and express
the wish to be part of the ‘world outside’. Accepting
the differences, empowering people with autism, and
linking their world with the world that non-autistic
people are living in poses many challenges. In order
to understand people with autism we have to under-
stand better the causes of autism, and can find ways to
empower them, including computer and robotic tech-
nology, so that they have the choice of whether and
to what extent they want to connect to the world of
non-autistic people.

Brief project Description and Related
Work

The AURORA project develops an autonomous, mo-
bile robot as a therapeutic tool for children with autism
(Dau99c), (WD99), (DW00). Conceptually, this ap-
proach is strongly related to Seymour Papert’s con-
structionist approach towards learning (Pap80). Such
an approach focuses on active exploration of the envi-
ronment, namely improvisational, self-directed, ‘play-
ful’ activities in appropriate learning environments
(‘contexts’) which can be used as ‘personal media’. In
the mid- 1960ies Papert and his colleagues at the MIT
AI LAB developed the programming language LOGO
which has been widely used in teaching children. A
remote controlled device (a ‘turtle’ robot) was devel-
oped which is moving according to a set of LOGO in-
structions, cf. the LEGO/LOGO Artificial Life Toolkit
for children (Res89). In 1976 Sylvia Weir and Ricky
Emanuel (WE76) published research which used such
a LOGO learning environment to catalyse communica-
tion in an autistic child. They report on their experi-
ence with a seven-year-old autistic boy and the positive
effects of his explorations in controlling a LOGO tur-
tle on his behaviour. A more recent approach using
more interactive rather than remote-controlled tech-
nology for rehabilitation of autistic children is taken in
the Affective Social Quotient (ASQ) project, (Blo99).
Here, embedded technology is used to support autis-
tic children in learning about social-emotional cues.
Short ‘emotionally charged’ video clips are used to-



gether with a set of physical stuffed ’dolls’ (embodying
one emotional expression) through which the child can
interact with the movies. By touching the doll the child
can match a doll with a video clip. A child can explore
emotional situations by picking up dolls with certain
emotions, or the system can prompt the child to pick
up dolls that go with certain clips. A therapist is able
to control and monitor the interactions. The system
shows that human-intensive, repetitive aspects of ex-
isting behavioural therapy techniques can potentially
be automated.

In recent years the AURORA project described be-
low and work by Francois Michaud (Michaud, this
volume; (MCLL00), (MLL+00)) who develops inter-
esting interactive robotic designs, is taking up this
line of work. Since end of 1998 the project AU-
RORA (AUtonomous RObotic platform as a Reme-
dial tool for children with Autism) investigates how
an autonomous mobile robot can be developed into
a remedial tool in order to encourage children to be-
come engaged in a variety of different interactions that
possess features which are important elements of hu-
man social behaviour (eye-contact, joint-attention, ap-
proach, avoidance, following, imitation games etc.).
The children who are interacting with the robot are
between 8-12 years of age, including children who are
non-verbal, i.e. they cannot use language or usually
do not use language. In the rehabilitation of children
with autism therapeutic issues (e.g. eye contact, joint
attention, turn taking, reading mental states and emo-
tions) are usually addressed in constrained teaching
sessions (HBCH99). In contrast, robot-human inter-
actions in the AURORA project are it unconstrained
and unstructured, the children are allowed to interact
with the robot in whatever body position they prefer
(e.g. lying on the floor, crawling, standing, cf. figure
4, they are also free to chose how they interact with
the robot (touching, approaching, watching from a dis-
tance, picking it up etc.). Interference is only necessary
if the child is about to damage the robot or if the child
(by pressing buttons) switches off the robot so that
it needs to be restarted. Such conditions are much
different from other projects on robot-human interac-
tion which are based on structured and constrained
set ups (e.g. KISMET, or the ROBOTA dolls) where
the human is expected to interact with the robot while
adopting a particular position and orientation towards
the robot (e.g. sitting face-to-face in close distance to
an interactive robot that is not moving in space). The
particular challenges faced in the AURORA project,
in the broader context of rehabilitation, together with
a more detailed discussion of therapeutical issues in-
volved, is given in (WD99), (DW00).

Theoretical Background and Working
Hypotheses

The AURORA project deliberately uses a non-
humanoid robot, based on the observation that chil-
dren with autism prefer a predictable, stable environ-
ment and that many people with autism have diffi-
culty interpreting facial expressions and other social
cues in social interactions. Consequently, they often
avoid social interactions since people appear unpre-
dictable and confusing. Generally, using a robot as
a remedial toy takes up the challenge of bridging the
gap between the variety and unpredictability of human
social behaviour (which often appears frightening to
children with autism) and the predictability of repet-
itive and monotonous behaviour which children with
autism prefer and which can be performed by mobile
robots (see discussion in (Dau99c)). We hypothesise
that a child with autism 1) is sufficiently interested in
‘playing’ with an interactive autonomous robot as it is
used in the AURORA project, 2) the robot can engage
the child in interactions which demonstrate important
aspects of human-human interaction (e.g. eye-contact,
turn-taking, imitation games), and 3) (as a long term
therapeutic goal), while slowly increasing the robot’s
behaviour repertoire and the unpredictability of its ac-
tions and reactions, the robot can be used to guide the
children towards more realistic and ‘complex’ forms of
social interactions resembling human-human interac-
tion. This approach is based on two areas of theoretical
work, namely mindreading and interaction dynamics.
These issues and their implications for the AURORA
project are described in the following two sections.

Mindreading

Generally, humans are from an early age on at-
tracted to self-propelled objects which are moving au-
tonomously and seemingly with ’intention’ (Dau97). In
(PP95b) a theory of human social competence is pre-
sented that consists of three units: the first unit (in-
tentional system) identifies self- propelled movements
in space and interprets them as intentional, engaged
in goal-directed behaviour, such as escaping from con-
finement, making contact with another intentional ob-
ject, overcoming gravity (e.g. seeking to climb a hill).
Animate and inanimate objects are distinguished since
only animate objects can move both in space and time
without the influence of other objects. Movement in
place is interpreted as animate but not intentional.
The second unit is the social system which specifies
the changes that the intentional objects undergo. It
allows to interpret relations e.g. as possession or group
membership. The third unit is the theory of mind sys-
tem, which outputs explanation, states of mind, per-



ception, desire, belief, and its variations. These mental
states are used to explain the actions. Premack and
Premack’s theory of human social competence shows
great similarity with Baron-Cohen’s suggestion of four
mechanisms underlying the human mindreading sys-
tem (BC95). The first mechanism is the intentionality
detector that interprets motion stimuli (stimuli with
self- propulsion and direction) in terms of the men-
tal states of goal and desire. These primitive men-
tal states are basic since they allow making sense of
universal movements of all animals, namely approach
and avoidance, independent of the form or shape of
the animal. The ID mechanism works through vision,
touch and audition and interprets anything that moves
with self-propelled motion or produces a non-random
sound as an object with goals and desires. The sec-
ond mechanism as part of Baron-Cohen’s mindread-
ing system is the eye-direction detector (EDD) which
works only through vision. The EDD detects the pres-
ence of eye-like stimuli, detects the direction of eyes,
and interprets gaze as seeing (attribution of perceptual
states). This mechanism allows interpreting stimuli in
terms of what an agent sees. ID and EDD represent
dyadic relations (relations between two objects, agent
and object or agent and self) such as ’Agent X wants
Y’ or ’Agent X sees Y’, however they not allow to es-
tablish the link between what another agent sees and
wants and what the self sees and wants. Sharing per-
ceptions and beliefs is beyond the ’autistic universe’,
it requires the additional mechanisms SAM (shared-
attention-mechanism, allows to build triadic represen-
tations: relations between an agent, the self, and a
third object) and TOM (theory-of-mind mechanism).
ID, EDD, SAM and TOM make up a fully developed
human mindreading system as it exists in biologically
normal children above the age of four. In normal de-
velopment, from birth to about 9 months a child can
only build dyadic representations based on ID and ba-
sic functions of EDD. From about 9 to 18 months SAM
comes on board and allows triadic representations that
make joint attention possible. SAM links EDD and ID,
so that eye direction can be read in terms of basic men-
tal states. From about 18 to 48 months TOM comes on
board, triggered by SAM. The arrival of TOM is visible
e.g. through pretend play. Note, that earlier mecha-
nisms are not replaced by newer ones, they still con-
tinue to function. According to Simon- Baron’s anal-
ysis children with autism possess ID and EDD. TOM
is missing in all children with autism while some of
them possess SAM. Referring to this theoretical frame-
work, the working hypotheses (section 2.4) studied in
the AURORA project clearly address the ID and EDD
mechanisms. In the same way as biologically normal

children above 4 years of age detect, are attracted to,
and interpret autonomous, self-propelled objects such
as robots as ’social agents’, we hypothesise that chil-
dren with autism can accept a mobile robot as a social
agent.

Figure 4: An autistic boy playing with the Labo-1 mo-
bile robot which was kindly donated by Applied AI
Systems Inc. The child is not afraid to let the robot
come physically very close to his body, including the
face.

Figure 5: The child frequently ‘reaches out’ to the
robot, ‘testing’ its front sensors and eliciting the
robot’s response to approach or avoid. After 20 min-
utes the teacher ended the interaction since the child
had to go back to class.

Interaction Dynamics
The second strand of theories which the AURORA
project is influenced by concerns interaction dynam-
ics between babies and their caretakers as studied in
developmental psychology, e.g. (Bul79), (UBKV89),
(Mel96), (MM99). A more detailed account of these is-
sues in the general context of robot-human interaction,
and their relevance in the AURORA project is given



in (DW00), we can only present a brief summary here.
Infants seem to detect specific temporal and structural
aspects of infant-caretaker interaction dynamics. It is
suggested that turn-taking and imitation games allow
the infant 1) to identify people as opposed to other
objects, and 2) to use the like-me-test in order to dis-
tinguish between different persons. Motivated by this
research we suggested a conceptual framework in or-
der to classify different and increasingly complex dy-
namics in robot-human interactions (DW00). Within
this framework, robot-human interactions in the AU-
RORA project are designed where synchronisation of
movements, temporal coordination, and the emergence
of imitation games are used as important mechanisms
for making ’social contact’ between the robot and the
child. It is hoped that such an approach which fo-
cuses on interaction dynamics rather than cognitive
reasoning mechanisms can incrementally facilitate and
strengthen temporal aspects which are so fundamen-
tal to the development of social competence and the
ability to socially interact with people (cf. (Hal83).

AURORA: Preliminary Results9

Initial trials in the AURORA project stressed the in-
dividual nature of the specific needs of children with
autism, but they also showed that most children re-
sponded very well and with great interest to the au-
tonomous robot, see figures 4, 5. In a recent series
of comparative trials where the children were play-
ing with the robot (condition 1) and also (separately)
with a passive non-robotic toy (condition 2) children
showed greater interest in interactions with the robot
than with the ’‘inanimate’ toy (quantitative data will
be published in a forthcoming publication by Werry
and Dautenhahn). Also, children often showed in-
creased interest in the front part of the robot where the
pyro-electric sensor is attached, a sensor with strongly
eye-like features (eye- like shape, located at the dis-
tal end of the robot’s preferred direction of movement,
prominent position raised above the chassis, direction
of the sensor changing according to ‘gaze’). These ob-
servations seem to confirm our hypothesis that inter-
actions in the AURORA project can successfully built
on mechanisms of intentionality detection (ID mecha-
nism) and eye-direction- detection (EDD mechanism).
Please note that mobile robots are only seen as poten-
tially one form of therapy, which might complement
other forms of therapies (see review in (DW00)). An

9For more recent results and evaluations see (DWR+02)
and K. Dautenhahn, I. Werry (2002) A Quantitative Tech-
nique for Analysing Robot-Human Interactions. Proc.
IROS2002, Lausanne, 2002 IEEE/RSJ International Con-
ference on Intelligent Robots and Systems

interesting line for future research is to study the appli-
cation of virtual environments for children with autism,
as discussed in (Dau00a).

A particular problem we encounter in the AURORA
project is that (with few exceptions) we cannot ask our
subjects, they do not give verbal feedback, techniques
like interviews or questionnaires are impossible. This
puts particular emphasis on the analysis of behaviour
and interaction. I believe that the field of socially intel-
ligent agents has a huge potential in education, therapy
and rehabilitation. However, new design and evalua-
tion techniques and methodologies need to be devel-
oped (cf. (MJL00), (MAD+00).

Empathy

In (Dau97) (see also (Dau99a)) I discussed empathy as
a fundamental, experiential mechanism with humans
use to bond and understand each other. Also, empa-
thy can be considered as a means of social learning via
bonding with other people. According to Wispe empa-
thy is a way of ‘knowing’, as opposed to ‘relating’ which
occurs in sympathy (Wis86). Brothers considers em-
pathy (Bro89) a biological phenomenon, an ‘emotional
communication’ system that the human social brain
seems to be specialised in (Bro97).

Inspired by autism research and Barrett-Lennard’s
cyclic/phasic model of empathy, (BL81), (BL93), I sug-
gested in (Dau97) and (Dau99a) to distinguish between
two different mechanisms: a) empathic resonance, an
immediate, direct way of re-experiencing, and b) bio-
graphical reconstruction, namely reading another per-
sons mind by re-constructing the other’s autobiograph-
ical context (who that person is, where he comes from,
what the relationship is with oneself, what behaviour
might be expected etc.). Barrett-Lennard’s empathy
cycle is a process between two people, involving ex-
pressing and receiving empathy.

Recent experiments on empathic accuracy (the abil-
ity to read and understand reliably another person’s
intentions, beliefs, etc.), as well as neurophysiologi-
cal experiments with monkeys point towards an excit-
ing possibility how empathic resonance might actually
be grounded in biological mechanisms: Neurons were
found in area F5 of the monkey brain that discharge
when the monkey grasps or manipulates objects, but
also when the monkey observes an experimenter mak-
ing a similar gesture ((GFFR96), (RFGF98)). Arbib
(Arb02) speculates that all primates (including hu-
mans) might share the mirror system as a neurobio-
logical mechanism underlying imitation (note that im-
itation can be shown for humans and other apes, but
is difficult to confirm for monkeys, who are neverthe-
less good social learners, (VF02)). Some researchers



Figure 6: A Theory of empathy based on issues dis-
cussed in this paper, see text for explanation.

even suggest that the mirror system in F5 (analogous
to Broca’s area in humans, important for language),
is ‘grounding’ language in gestures and body language
(Arb02), (RA98). Although the findings of neurophys-
iological studies in monkeys need to be confirmed for
humans and further understood for all primates and
non-primate animals, it is suggested that mirror neu-
rons could be the basis for a simulation theory of empa-
thy (GG98). Previously, in discussions on how people
ascribe mental states to themselves and others, a sim-
ulation theory was opposed to a theory theory (Gol92),
(Gor92). Supporters of the simulation theory favour
a process of ‘putting oneself in the other’s place’, as
opposed to (detached) reasoning about other’s beliefs,
emotions etc. The importance of the mirror system in
this context is that (in support of the simulation the-
ory) it could be nature’s solution - at least in some pri-
mates - to solving the correspondence problem for em-
pathy and creating intersubjective experience by creat-
ing a common shared context and shared understand-
ing of actions and affordances. Figure 6 shows mech-
anisms and processes which were discussed above and

how they might fit into a theory of empathy. Here,
two persons are linked via a common social ‘currency’,
namely facial expressions, body language, gestures, im-
itation games, interactions dynamics, spatial-temporal
dynamics as they are are studied in proxemics (the
study of human’s perception and use of space, cf.
(Hal68) (Hal83)), etc. These are important for auto-
matic empathy that creates intersubjective experience
and physiological synchrony (LR97). This is accom-
panied by a cognitive, controlled mechanism of em-
pathy, a more deliberative inference making (HW97),
what we called biographical reconstruction. The the-
ory sketched in figure 6 needs to be confirmed by the
discovery mirror neurons e.g. for facial expressions and
other gestures, as speculated in (Bro97), p. 78. Si-
mon Baron-Cohen’s theory of mindreading nicely fits
in this framework, as well as Mitchell and Hamm’s dis-
cussion of behaviour reading, see above. ID and EDD
might (in normally developed humans) play a strong
role in behaviour reading (although they do not seem
to be necessary, since empathy does not rely on the
visual channel alone, cf. blind people, or Mitchell and
Hamm’s study of behaviour reading with narratives
(MH97)). TOM might be part of controlled empathy,
reasoning about another person’s beliefs, desires, goals,
emotions etc. and biographical reconstruction.

Empathy does not only occur in face-to-face contact
with another person, it can also be evoked by reading
a book or watching a movie, i.e. without any feed-
back from the character/person we might empathise
with. If I empathise with a human being (whether
real, enacted, fictional or imagined) empathy is nev-
ertheless based on my assumption that the other hu-
man is to some extent ‘like me’. An important chal-
lenge is then to create empathic relationships with non-
human artifacts. Here, as shown in figure 7 we cannot
assume an ‘understanding’ from the artifact. How-
ever, our own behaviour-reading and expression mech-
anisms still work, and non-biological socially intelli-
gent agents could exploit this, see (Dau95), (BDH98),
(BS00), (BA00), and other research projects on social
robots described in this volume and elsewhere.

Quo Vadis?

I argued in this paper that Socially Intelligent Agents
(SIA) research, although strongly linked to software
and robotic engineering, goes beyond a software en-
gineering paradigm: it can potentially serve as a
paradigm for a science of social minds. This paper
gave some indications of a few research questions that
I believe are important. A systematic and experimen-
tal investigation of human social minds and the way
humans perceive the social world can result in truly



Figure 7: Empathising with agents?

social artifacts, socially intelligent agents that are in-
tegrated in human society, e.g. social robots that meet
the cognitive and social needs of humans10. Such social
agents might become more and more similar to us, in
ways which could even make it difficult to distinguish
between them and human beings, cf. (Fon97), (Fon00),
(Dau00c).

“Once there was a robot called Jig Jag and Jig Jag lived
in the countryside. One day Jig Jags lights started to
flash, that meant that the robot had an idea. ”I think
I will go for a walk”, so Jig Jag went into a field with
some sheep in it and the silly robot tried to talk to the
sheep, ”Silly, silly, Jig Jag”. Next Jig Jag saw some
cows in the next field, so silly Jig Jag tried to talk
to the cows! After that Jig Jag went to the shops, he
wanted to buy some bolts and oil. So Jig Jag went into
the hardware shop, but poor Jig Jag set the alarm off.
So Jig Jag went into another hardware store across the
road. So the robot tried to get into the shop but again
Jig Jag set the alarm off. So poor Jig Jag had to go
home empty handed.” (Lauren - 8 years old, (BD99)).

10For a recent discussion on roles of robots in human so-
ciety see K. Dautenhahn: Roles and Functions of Robots
in Human Society - Implications from Research in Autism
Therapy, accepted for publication in Robotica, special is-
sue on Biological Robotics, guest-editor: David McFarland,
Cambridge University Press.
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Some Relevant Web Pages 
This is in no particular order – only sites with substantive information 
listed, i.e. not merely tables of contents. 
The Socially Intelligent Agents Webpage: 
http://homepages.feis.herts.ac.uk/~comqkd/aaai-social.html 

The Journal of Artificial Societies and Social Simulation (JASSS) 
http://www.soc.surrey.ac.uk/JASSS/JASSS.html 

The Journal of Memetics – Evolutionary Models of Information Transmission 
http://jom-emit.cfpm.org/ 

Social Adeptness in Agents 

http://www.iit.nrc.ca/~steve/SocAdept/   
The Emotion Forum  
http://www.iiia.csic.es/~lola/emotion.html 

The COG Project 
http://www.ai.mit.edu/projects/cog/cog.html 

Emotional Agents 
http://www.cs.tamu.edu/people/magys/projects/em.html 

Simulation/Multi-Agent Evaluation 
http://www.isi.edu/~galk/Eval/ 

Online Proceedings of the 1999 Workshop Intelligent Virtual Agents 
http://www.salford.ac.uk/cve/va99/on-line99.htm 

The Social Web Project 
http://orgwis.gmd.de/projects/SocialWeb/ 

Papers from Workshop on Socially Situated Intelligence 
http://bruce.edmonds.name/ssi/ 

Computational Analysis of Social and Organizational Sustems 
http://www.casos.ece.cmu.edu/home_frame.html 

Papers from the workshop on “Starting from Society” 
http://bruce.edmonds.name/sfs/ 

Papers from the special issue on the same topic 
http://jasss.soc.surrey.ac.uk/4/1/contents.html 

Intelligent Agents Repository 
http://www-
cia.mty.itesm.mx/~lgarrido/Repositories/IA/agents.html 

Multi-Agent Research Group at USC 
http://www.isi.edu/teamcore/ 

Decision Making in Social Systems 
http://www.ecs.soton.ac.uk/~nrj/soc-rat.html 
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